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ABILITY AND LIMITATIONS OF GENERAL, CTRCULATION MODELS
T0 SMULATE CLTHMATE AND CLIMATE VARIABILITY

J. Shukla
Goddard Laboratory for Atmospheric Sciences
NASA/Goddard Space Flight Center, Greenbelt , MD 20771, USA

1. INTRODUCTION

Since the publication of the proceedings of the J0OC Study Conference
on climate modelss Performance, Intercomparison and Sensitivity Studies, held
in Washington, 3-7 Bpril 1978 (GARP Publications Series No. 22), several jour-—
nal papers and scientific reports have appeared describing the results of
gimulation of mean climate and climate variability. T+ is beyond the scope of
this position paper to review all such papers. We have therefore chosen only
a few selected papers whose contents will be summarized here. For a descrip-—
tion of the simulation of the mean climate we have -summarized the results of
shukla, et al. (198la) for the climate variability the results of Manabe and
Hahn (1981), Charney and Shukla (1981) and Lau (1981). Choice of these papers
was based at least in part on convenlence and familaritys however, since
these papers were published recently , it is anticipated that they would pro-
vide a fair representation of the abilities and limitations of the current

G(s .

1.1 The Mean Climate

The time averaged circulation or the 'mean climate' of the atmosphere
is determined by a balance between the radiative forcing (shortwave and long-
wave radiation), the stationary £orcings at . the earth's surfce {mountains,
land-ocean—-ice distribution} and the dynamical fluxes of heat, momentum and
moisture. For a realistic simulation of the mean climate it is therefore
necesgary to calculate each of the three components accurately. Calculation
of accurate radiative fluxes requires accurate yertical profiles of tempera-
ture, moisture, O3, ¢05, other trace gases and aeroscls, and an;accurate
treatment of cloud-radiation interaction for space-time variable clouds. To
accurately calculate the stationary forcings at the earth's surface, it is
necessary to model correctly the thermal and mechanical effects of mountains
and the heat and moisture fluxes across. land-air. sea-air, snow-air and ice~
air interfaces. And finally, an accurate calculation of the dynamical fluxes
requires the simulation of the correct amplitudes and phases of gtationary and
transient eddies, their growth and decay, and their interactions among them-~
selves and with the mean circulation. One of the primary objectives of
general ecirculation modelling groups has been to simulate the mean climate
realistically by incorporating the above complex processes in a single medel.
For a variety of reasons it has not bheen possible to treat all the physical-
dynamical processes discussed above with uniform degree of sophistication.
Some procesgses are treated in great detail whereas other processes are para-—
meterized to a high degree of gimplifcation. Due to the large number of para-
meters and processes it has not been possible in all cases to conduct exten-
sive integrations to determine the appropriate levels of complexity for para-
meterizations of physical processes. It is therefore very difficult to com-
pare the models with each othersy what ig most convenient is to compare each
model individually with observations.

The discussions in the present paper will be confined to comparisons
with observations and no attempt will be made to describe the model sensitiv=
ity to external forcings, parameterizations of physical processes. chemical
composition, etc.
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1.2 The Interannual Variability

The interannual variability of the time mean or transient circulation
can be considered to consist of two parts: the part due to the internal
dynamics with prescribed seasonally varying boundary forcings, -and the part
due to the interannual variability of boundary forcings themgelves., The boun-
dary conditions of sea surface tempexature {8ST), soil moisture, snow, sea
ice, etc., can be hypothetically prescribed to have their mean seasonal varia-
tion, and GMMs can be integrated for geveral years to calculate the inter-.
annual variability due to internal dynamics. Similarly GMMs can be integrated
with time varying (interannually as well as seasonally) boundary foreings to
determine the total interannual variability due to the combined effects of in-
ternal dynamics and boundary forcings. To our Kknowledge, none of the above
two integrations have been performed with any large complex GO for 10 years
or more. One model simulation, that of Manabe and Hahn (1981}, would seem to
be just such an integration, yet it falls in neither category. In their
model , Manabe and Hahn prescribed the seasonally varying (but not interannual-
ly vaxying) 887 but allowed the soil moisture and snow cover to vary inter-
annually as determined by the model parameterizations. We shall come back to
the results of Manabe and Hahn in Section 4.

The ability and limitations of the GMMs to simulate climate and
climate wvariability will be discussed for tropics and mid-latitudes, in the.
following broad categoriess

a)} Mean climate

b) Space~time fluctuations within a season

¢} Interannual variability of monthly, seasonal and annual meansg

d) ‘Interannual variability of intra-seasonal space-time fluctuations.

The main emphasis of this paper was supposed to be the simulation of
tropical variability. Since tropical and mid-latitude variability may be. re-
lated and since it was difficult to isolate the tropics in the results of
global GMs, we have chosen to describe the global circulation and its varl-
ability with particular emphasis on tropics. For additional discussion of,
mid-latitude simulations, see Gilchrist (1982). For a more comprehensive
discusgion of simulation of tropical mean and transient circulations by GFDL
models, the reader is referred to pioneering works of Manabe and his . col-
leagues (Manabe and Smagoringky, 19673 Manabe et al., 1970y Manabe et al.,
1974; Hayasghi, 1974y Hayashi and Golder, 1980).

Section 2 presents the results for mean climate, Section 3 for intra-
seasonal space-time fluctuations, Section 4 for interannual variability of
monthly and seasonal means, and Section 5 for interannual variability of
intra-seasonal fluctuations. Section 6 glves a gummary and the conclusions.

2. MEAN CLIMATE

We present here a gummary of simulation results £rom the GLAS
{Gloddard Iaboratory for Atmospheric Sciences) climate model which has been
extensively described in Shukla et al. (198la).

Sea level pressure: Figures la and lc¢ show the observed 16 year mean
sea level pressure for January and July reproduced from Godbole and Shukla
(1981), and Figureg 1lb and 1ld show the meodel simulated mean sea level pressure
for the single February and July respectively. For February, the simulation
of the prominent HYorthern Hemispheric circulation features, such as the
Aleutian and Icelandic lows, is fairly realistic, but the discrepancy in the
structure and intensity of the Siberian high is too large to be accounted for




*Xine woH (p) ‘(1861 ‘eTnys pue
etoqpen) ATne peaxesqo (0) ‘Axenaqed WO (a) ‘(i8sl ‘eTANUS pue
sToqpod) Axenuepr pesxssqo (e) :{quw Q00L-) eansssxd ToAST ©9S UBSW | @2anbTtd

- 99 -
o |
8

= el e
e l=a I I - ot PP
— man= S e
T A e e e e A e/ .
Ml S s~ o o /N S Dl = S A IS Do
AN e SN NS S = T
N e N N s Wo. Ch
VM dE: o= R RN G N NN G
e S (e le=>=Eip = S
%ﬂmﬁﬂ\\u PR =+ /eflr T [ 1285 = Huu\\.ﬁmvaan ........ == Z N
] i L o R s e , e 1=
(0£- 1983} Nvan one




- 100 -

by interannual variability or by differences between January and February.
The most serious deficiency of the simulated field is in the Southern Hemisg=-
phere, south of 6095, where the simulated field shows a large eddy structure
and the observed field is =zonally uniform. For July the high pressure cell
over the WNorth Atlantic and the monsoon low are well simulated, but the
orientation of North Pacific high is not as observed. The subtropical high
pressure cells in the Southern Hemisphere are well simulated over the Indian
Ocean, Atlantic Ocean and the eastern Pacific but not over BAugtralia. For
sunmer and winter both the models show a common deficiency of distinct non
zonal isobar configurations in the Southern Hemispheric mid-to-high lati-

tudes.

Geopotential heights Figure 2 shows the observed and simulated. geo-
potential height field at 200 mb. For February, the simulated trough over
northeast USA and eastern Canada, the ridge over the eastern BAtlantic, the jet
stream over Japan and the anticyclonic circulation over the tropics are quite
realistic. However, the ridge over the west coast of the USA is displaced to
the east, and the Southern Hemisphere mid-latitudes show more eddy structure
than is observed. For July, there are several deficiencies in the simulated
field. Large amplitude short waves are seen over North America and adjacent
Pacific Ocean, and the geopotential heights in the tropical belt are highex by

about 200 gpm than climatology.

The surface circulation during July and the upper level circulation
during January are, in general, better simulated than the surface circulation
during winter and the upper level circulation during summer.

Zonal wind and temperature: Figure 3 shows the observed and simulated
zonal wind and zonally averaged temperature. For February, the locations of
. the strongest zonal wind maxima in both hemispheres are well simulated. The
. most conspicuous deficiency is the absence of the closed maximum near 200 mb
which is seen in the observed zonal winds. This is related to the very low
" model temperatures in the upper troposphere polar regions. The model simu-~
lated tropical atmosphere is considerably warmer than the observations. Cool-
ing near the poles and the large zonal winds near the upper boundary have been
one of the common deficiency of GMs and their precise cause is yet to be

determined.

Stationary wave variance: Figure 4 shows the observed and simulated
varlance around a latitude circle of the winter and summer mean stationary
geopotential height summed ovér the planetary waves (wavenumber 1-4). The
latitudinal and height distributions of the simulated wvariance are in good
agreement with the obserxrvations for both seasens. The observed decrease of
variance above 300 mb is not simulated and this is probably related to the low
polar temperatures and strong zonal winds at the upper levels.

Surface winds and ITCZ: Figures 5 and 6 show the observed and simu=-
lated surface winds reported in the modelling study of Halem et al. (1979}.
The corresponding maps from Shukla et al. (198la) are quité similar to these.
The observed fields are from Mintz and Dean (1952). The agreement between the
observed and the simulated ITCZ is very good, especially with regard to the
longitudinal wvariation of the ITCZ. The structure and locations of anti-
cyclonic centres are also well simulated. The seasonal reversal f£rom north-
easterly winds during winter to southwesterly winds during summer over the
north Indian Ocean is correctly simulated by the model. The main discrepancy
in the latitudinal location of the ITCZ% occurs during winter over the eastern
part of the Pacific and over the Indian Ocean.
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Rainfalls Figures 7 and 8 show the observed (from Jaeger, 1976) and
simulated monthly mean rainfall for winter and summer respectively. Considex-—
ing the large variability of rainfall and the uncertainty in the cbservations,
the agreement between the simulated and the observed rainfall patterns is very
good. Areas of very large and very small rainfall are well reproduced. The
most obvieous discrepancies are the excessive February precipitation over the
Tibetain Plateau and the overprediction of July rainfall over eastern North
Mmerica. Partition of the total precipitation betwsen large scale and conveg—
tive (cumulus) precipitation (not shown) showed that in both seasons cumulus
precipitation dominates in the tropics, and large scale precipitation in
higher latitudes.

Upper level Fflows - The simulation of the 200 mb flow {now shown) by
Shukla et al (198la) is in good agreement with the observations. For
February, the locations and the intensities of the jet streams in both hemis=
pheres are well simulated, although the simulated jet stream speeds wvere
stronger than the observations for 1979, to which they are compared in Shukla
et al.

Manabe et al. (1979} have presented simulation results from spectral
models with 15, 21 and 30 wavenumbers. They found that the increase in
spectral resolution improved the simulation of tropical rainbelts and sub-
tropical dry zones. An example of one of the better simulations of the upper
level flow with a 30 wavenumber spectral model is shown in Figure 9, repro-
duced from Hayahsi (1980). The large scale features of the Tibetan and
Mexican highs, the mid-Pacific and mid-Atlantic troughs, and the easterly jet
off southern Asia are better simulated in the spectral model than in the grid
nodel. A detailed discussion of the relative merits of grid point and
spectral models is beyond the scope of this paper.

3. SPACE-TIME FLUCTUATIONS WITHIN A SEARSON

For GQMs to be a useful tool for sensitivity and predictability
studies, it is necessary that they not only simulate accurately the time
averaged circulation but also the different components of the transient circu-
lations. We present here the simulation of low frequency planetary wave vari-
ance and the local band-pass variance from the GLAS climate model and the GFDL
grid point model. In Section 3.1 we describe the model's ability to simulate
blocking situations.

Low Frecquency Planetary Wave {(LFPW) variance: The LFPWs consist of
wvave-numbers 1-4 with periods of 7.5 to 90 days. Figure 10 shows the observed
and simulated latitude-height structure of the LFPWs. There is general agree-
ment in the overall structure for both winter and summer seasons. The dis-
crepancy near the upper level is game as in the earlier fields, and in addi-
+ion, the model variances are somewhat too small.

Band-pass variances Figure 11 shows the observed and simulated local
band-pass filtered variance of the 500 mb geopotential height in the Northern
Hemisphere for the winter season. The band-pass variance is defined as the
spatially local root mean sguare {(Ri8) deviation in time for fluctuations of
2.5 to 6 days. The band-pass variance is related to the freguency, intensity,
growth and decay of cyclonic storms and indiates the location of "storm
tracks" (Blackmon et al, 1977). The observed and simulated band-pass RIS for
winter show excellent agreement in terms of both the location and the strength
of the major areas of cyclonic activity in the north Central Pacific and
western Atlantic., For summer (not shown) the Atlantic maximum has been
realistically simulated, both with respect to position and to magnitude, but
the simulated Pacific maximum is too weak and is located too far to the west.

e LS
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JULY MEAN 200mb FLOW

L

be

——

-y e

?0

Figure 9

July mean streamlines: (top) computed at 190 mb (grid model,
Manabe et al., 1974), (middle) computed at 205 mb (spectral

model, Manabe et al., 1979), (bottom} obhserved at 200 mb {sadler,
1975} .
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BMS deviation of the winter 500 mb band-pass geopotential height

field in the Northern Hemisphere, units of m (contour interval

is 5 m):

Figure 11

{(a) observed winter, (b) GCM winter.
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Blackmon and Lau (1980) have analyzed the variance and co-variance of
band-pass filtered and low-pass filtered data from simulations of a GFDL model
earlier described by Manabe et al (1974}). They found good agreement between
the observations and the model simulated location and intensity of storm
tracks, vertical structure of the disturbances, and transport of heat and
potential vorticity by transient eddies. The total RS and the low-pass
filtered RMS of the 500 mb height were weaker in the model simulations com=
pared to the observations. In the end of the same paper, Blackmon and Lau
(1980) have alsoc presented a brief summary of circulation statistics from the
simulation of a second generation NCAR GCM and noted that in genmeral the model
simulates accurately the geographical sgtructures of the wvariance fields, but
that the magnitude and vertical structure are not well simulated.

Based on the results of Blackmen and Lau {1980}, and Shukla et al.
{198la) the following general comments can be made about the ability of these
GMg to simulate mid-latitude intra-seasonal variability.

a) GMg show a remarkable degree of success in simulating the geographic
location, intensity and life cycle of synoptic scale disturbance.
This is inferred from the similarities in observed and model simulated
band-page filtered height variances. The geographic locations of the
storm tracks in relation to mean field structures are also well simu-
lated. :

b) GMMs do not gimulate as well the low-pass filtered variance. The
amplitudes are less in every model and sometimes even the geographical
locations are not well simulated. Since the maxime in low-pass vari-
ance are coincident with the maxima in low-pass. variance are coinci-
dent with the maxima in the frequency of blocking in all seasons
(Shukla and Mo, 198ly Dole, 1982) it may be conjectured that the
models do not simulate the amplitude, alocation and duration of ob-
served blocking events.

3.1 Simulation of Blocking

The mid-latitude atmospheric flow pattern is occasionally dominated by
quasi-persistent Ffeatures whose time scale is larger than the life cyele of
individual storms but shorter than the length of a season. These features,
generally referred to as blocking, are of great lmportance to medium range and
monthly prediction. Shukla and Mo (198L) and Dole (1982) have examined the
gecgraphical and seasonal occurrences of persistent anomalies in the geopoten-
tial height field over the Northern Hemisphere., They found that large posi-
tive anomalies (>100 - 200 m) have tendency to persist for 7-10 days at three
distinctly different geographical locations: in the Pacific to the west of
the Rockies, in the Atlantic to the west of the Alps, and in the Scandinavian
mountain ranges and overland to the west of Ural mountains of the USSR. The
local structure of blocking in all three regions is very similar and these
preferred locations do not change with season. Similar analysis (i.e. using
similar duration and intensity criteria) for long term integrations of GOis is
not avalilable for comparison with the observations. This could readily be
done for the simulations of Manabe and Hahn (1281).

A preliminary analysis of climatelogy of blocking in the GLAS climate
model is presented by Shukla et al. (198lb}. They examined 17 winter and 7
gummer short term simulations to determine the frequency and geographical
locations of the model simulated blocking events. A blocking event was iden-
tified if at any grid point the 500 mb geopotential height anomaly ({(departure
from the mean seasonal cycle) of 100 gpm or more persisted for 7 days or
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more. It was found that the geographical locations of the fregquency of maxi-
mum blocking events were not in good agreement with cbsexved locations. The
model underestimated the  intensity of blocking ridges. S8everal blocking type
configurations appeared but they did not persist with amplified magnitude.
Chen and Shukla (1982) have analyzed a case of strong blocking situation, the
strongest simulated by the GLAS c¢limate model, which occurred in a winter
simulation with large SST anomalies in the northern pagific as observed during
January 1977. Mansfield (1981) hag examined the blocking situations in the
British Meteorological Office GO1.

The general conclusion based on examination of several model simula-
tiens ig that the GMMs do not simulate the location, intensity and duration of
blocking events. An exception is found in some recent perpetual winter gimu-
lations by the NCAR model {Blackmon, personal communication) where the model
tends to overpredict the strength and duration of the blocking events. " We can
list several possible reasons for inadequate simulations of blocking events.

a) Resolutions If the maintenance of the plocks were due to interactions
between the large scale circulation and small gcale waves, and if the model
resolutions were not adequate to resolve the latter and their interactions
with the former, it could be suggested that the inadequate resclution is one
of the causes for unrealistic simulation. Examination of blocking in high
resolution models can shed further light on this matter.

b) Structure of the zonal flows Tung and Lindzen {1979) have suggested
that the wvertical structure of zonal winds, especially at higher levels are
very important in setting up stationary waves and blocking. gince most of the
models do not simulate the zonal winds and temperatures at the higher levels,
they may not produce realistic blocking events also. Incidentially, it should
be noted that the NCAR model mentioned above which simulates large and persis-—
tent blocking events also shows very realistic simulation of the upper level
zonal winds.

¢) Diabatic heat sources:s 1f some of the observed blocking events were
either due to the influence of anomalous mid-latitude stationary thermal forc—=
ings (anomalies of 88T, snow or Sea ice, etc.) or due to tropical heat sources
(anomalies of SST or soil moisture)m themodel simulations would not be able to
simulate them because they use climatological boundary forcings. We do not
understand the precise role of slowly varying boundary forcings in the genera~
tion and maintenance of blocking events. It geems reasonable to conjecture
that the large scale gquasi-stationary flow patterns may be initiated by sta=
tionary forcings but that the small scale waves and their interactions may be
important for the maintenance of the blocks.

Even in the absence of guasi-stationary thermal forecings, blocks may
be generated by interactions between fluctuating zonal winds and mountains
(Charney and Devore, 10794 Charney and Straus, 1980y Charney, et al, 1981} .
and in this context lack of Gal's ability to simulte blocking can he akttribu-
ted to inadequate treatment of interactions between the zonal flow and oro-
graphy. The apparent regional nature of the blocking and locally amplified
ridges could be due to the longitudinal variations of zonal flow (opinion of
late Professor Charney) which are in turn caused by the longitudinal wvaria-
+ions of diabatic heating. If GOMs were not able to simulate the heat sources
and the asymmetric zonal flows, they would also be deficient in simulating the
blocking events. We need moxe thorough analysis of blocking phenomena in GO
simulations.
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lau (198l) has shown that the so—called Pacific/North Rmerican pattern
of monthly mean height anomalies is present in the simulation without SST
anomalies. This does not necessarily mean that the SS8T anomalies are not im—
portant for blocking because the Pacific/North American pattern should not be
considered as blocking. Gutzler (personal communication) has shown that the
Pacific North American pattern can be found even if all the days identified as
blocking were removed from the data set before the calculations for the pat-
tern were made.

4. INTERANNUAL VARIABILITY OF MONTHLY, SEASONAL AND ANNUAL MEANS

Manabe and Hahn (1981) have presented the results of a simulation of
atmospheric variability from the last 15 years of a 17.75 year integration of
the GFDL spectral climate model. The description of the model and simulation
of mean fields is given in Manabe et al. (19279). Sea surface temperature,
cloud amounts, insolation and ozone are prescribed for each calendar day of
the year and have no interannual variabilitys therefore the simulated inter-
annual variability is mainly due to internal dynamics and changes in snow
cover and soil moisture. The same model simulation has been studied by Lau
(1981) to study recurrent metecrological anomalies. Major conclusions of
these papers and related remarks can be summarized as follows:

a) The geographical stucture of the simulated variability of daily and
monthly means is in good agreement with the observations. - The magnitude of
the variability is systematically underestimated in the tropics and is either
comparable to or less than is ocbserved in the middle latitudes. In the re-
gions of systematic underestimation of simulated sea level pressure, daily and
monthly variability 1ls overestimated. According to Iau {1981), the RIS ampli-
tude of 500 mb monthly mean heights is ~ 70% - 80% of that observed in the
atmosphere.

They have not presented results of interannual variability of seasonal
means.

b) Figure 12a shows the zonal means of observed and simulated standard
deviation of daily and monthly mean 1000 mb geopotential height {m) for the
Dec-Jan~Feb season. The model systematically underestimates the observed
variability in the tropics. BAs the averaging pericd increases from one day to
one month, the model simulated tropical variability decreases further. For
example, at the equator, the model variability is ~ 70% of the daily and
only ~ 45% monthly observed variability. Although this paper does not present
any details of the variability of seasonal means, it can be argued that most
of the monthly variability is due to the sampling of daily values which have
rather large decay time of 4-8 days (see Figure 5.13 of Manabe and Hahn, 1981)
and in much the same way, if the interannual variability of simulated seasonal
means were calculated for the tropics it would also most likely be too low.

c¢) Figure 12b shows latitude - pressure distributions of zonal mean stan-
dard deviation of monthly mean geopotential height (m) foxr the Dec-Jan—Feb
season. It igs seen that although the extratropical wvariability is under-
estimated only slightly, the simulated tropical variability in the upper
troposphere and stratosphere is smaller by factors of two or three, resgpec-
tively.

4) The ratio of the observed to simulated standard deviation of Northern
Hemisphere mean surface air temperature is about 1.8 for daily, 2.0 for three
month running means and about 3.0 for twelve month running means. It is not
clear if this difference is genuine or just due to differences in sampling of
observed and model simulated data.
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e) The first eigenvector of the normalized monthly mean 500 mb height
field Ffor winter looks similar to the corresponding eigenvector for observa-
tions, although there are some differences in the locations and amplitudes of
anomaly centres. The model simulated first eigenvector explains 22.4% of the
hemispherically integrated variance.

This shows that even in the absence of variable SST anomalies, basic
large scale fluctuations do occur in the model atmosphere . The basic
mechanisms for such fluctuations are not clearly understood. They could be
due to the interactions of fluctuating zonal winds with orography, to inst-
ability of the three dimensional flow, or to tropical and mid-latitude tran-
sient diabatic heat sources associated with episodes of enhanced/reduced pre--
cipitation caused by internal dynamics itself. A more detailed analysis of
the model simulated rainfall is needed to investigate the possible role of
tropical heat sources in causing these large scale fluctuations.

£) Pigure 13 shows the structure of the first eigenvector of the normal-
ized monthly mean geopotential height at (a) 300 and (k) 1000 mb, for all 12
months of the year over the tropics. The most conspicuous feature is the lack
of =zonal variation and complete absence of any signature of Southern Ogcilla~
tion (not shown) which shows opposite polarity over the Indian Ocean and the
eastern tropical Pacific. According to Lau (198l) the pattern based on winter
data alone is very similar to the one shown here, and the next few eigen—
vectors do not show any signature of the Southern Oscillation.

Shukla {198la) carried out 60 day integrations of the GLAS climate
model with nine different initial conditions but identiczl houndary condi-
tions. Tnree of these initial conditions were the observed atmospheric condi-
tions of 1 January 1975, 1976 and 1277, and other six initial conditions were
obtained by superimposing over the observed initial conditions a random per-—
turbation for which the root mean square exrror for all the grid points was 3
m/s in u and v components of wind. Figure 14b shows the global map of stan-—
dard deviation among nine monthly means for the second month {(February} of
the model integration. Figure lda shows the standard deviation among observed
menthly mean sea level pressure for 16 years (1961-76} for CGodbole and Shukla
(1981) . “he model simulated variability is uniformly smaller than the observ-
ed variability. This difference is partly due to absence of anomalous boun-
dary foreings and partly due to the limited duration of the model integrations
which do not allow very low freguency internal dynamics processes to affect
the monthly means. Figure 15a shows the ratio of the zonallz averaged observ-
‘ed to gimulated standard deviations. The ratio is about two in the low lati-
tudes and about one in the middle latitudes. Figure 15b shows the =zonally
averaged daily standard deviation of sea level pressure for observations and
model simulations. There is good agreement between the simulated and observed
daily standard deviations.

Figure 16b shows the standard deviation of model simulated monthly
mean rainfall for February and Figure 16a shows the observed standard devia-
tion of mean rainfall for the winter season over land for 16 years (1963~76) .
Although the general patterns of simulated standard deviatlons (large maxima
and minima) show some similarity to the observations, the magnitudes,
especially in the tropics, are grossly underestimated. This points out the
great importance of the interannual wvariability of boundary forcings in
affecting the interannual variability of monthly and seasonal mean rainfall.

Charney and Shukla (1981) examined the variability of the monthly mean
(July) circulation for four model runs for which the boundary conditions were
kept identical but the initial conditions were randomly perturbed. It was
found that although the observed and model variabilities were comparable at



- ~{186lL ‘neT) sotdoxy ay3 I940 IeE9A
ay3 Jo syjuow gl TI® IO0F qu 000l (dq) pue qu 00f (e) 3e ybrey
TeT3welodoab ueem Afyjucuw pazTlemwicu o jusucdwoo Tedroutxd

ISITF 2U3 YITA PIIRToOSse saojooaausbhie 8yl JO SUOTINGTIISTIA €L =2InbTa

K Mo0E 09 W05 02 W51 081 D5t 21 .06 08 E 0
S5t T i T ; T T 27 I T T T T S.5¢

. Lith
rmc, k'\
M- 0 vo- v ~1.0€
90" pi—g

Al < =51

- Foboe, % =1

e o . b@ ? monlfM '

v ./ -

, - ’
! ' - o No.\\\\\\u 8
t _ Myl o ———"
1) N 0
. 0F |- 20 .0t
- T @./Jl
i Ny ° t Lat” 2 01 ! I ! ! I - aﬂd/ ? S
1 SHINOW Z1 TIY %Ll
quoac! (a)
7'

SHINOW Zt 1V v Ll
qugot (o)

tzh



- 118 -

u-ﬂl T %
| =
e : :
sp 0 1y
0 ’R;‘.‘z\) T n— 7 . ;)1-:\
’hi_.a ik. L
e——
NEST AR
20— 2 2 e
1 -
" 4 g
o 1
| ] 1)
e a1 —"\ :
3
* -
(==}
w0 N
T

80Nk
60N
40N

20N

205
405
60S

805

Figure 14

40W

: ”'iéééw“"

Standard deviation of monthly mean sea level pressure:
observed January {Godbole and Shukla, 1281), (b) GCHM February

(Shukla,

1981a).

180

(a)



Figure 15

-~ 119 -

»
RATIO OfF

SLP VARIABILITY (mb)
»

L
fa 20 20 40 &0 6O N
LATITUDE

(b)

STANDARD DEVIATION OF DAILY VALUES OF SEA LEVEE PRESSURE

MODEL -
- ——— OBSERVED ” .
JAHUARY )

FEBRUARY

uiDS T 50 o ¢ ¢ 19 EL) 50 70 (12,
LATITUDE

{a) Zonally averaged rms deviation between control and perturba-
tion runs averaged for days 1-31, 16-46, and 32-60. O/F is
ratio of observations and model days 32-60 (Shukla, 1981a).

(b) Zonally averaged standard deviation of daily grid point
values for sea level pressure for January (upper panel) and
February (lower panel) for model (solid line) and observations
{dashed line). (Shukla, 1981a)

e e




(b]

- 120 -

STANDARD DEVIATION OF WINTER (D J F) RAINFALL (cm/MONTH)
(1961-1976}

8GN —

308 —

308

808 | 1. I l | - "0s
180W 120W ww (-] ®E : 120E - - 18OE

8ON
60N

40N

20N o’
h

Yo n (). B wwen ..“. 1
5225

0 )
-
s
(
S

208

408 ?

608

808 -

180W 140W 100W e0W 20W 20E 60E 100E 140E 180E

Figure 16 Standard deviation of (a) observed seasonal mean rainfall based
on 16 years (1962-77), (b) GCM February mean rainfall for nine
model runs (Shukla, 1981}.



- 121 -

middle and high latitudes, the variability among the four model runs for the
monsoon region was faxr less that  the observed interannual variability of the
atmosphere. From this it was concluded that the remaining variability could
be due to the influence of boundary conditions. Similar conclusion has been
drawn by Manabe and Hahn (1981) to explain the model simulated low variability
in the tropics. A possible limttation in drawing such conclusions about the
role of boundary forcings Efrom these experiments arises because the model
gimulations were compared directly to observations. It would be more
appropriate to make two integrations, one with and the other without the in-
fluence of the boundary forecings, SO that two properties of the same model can
be directly compared and any intrinsic model deficiency will not bias the re-
sults. A preliminary study along these lines has been carried out by Shukla
{(1981b) and the results are summarized helow.

We carried out a 45-day integration of the GLAS climate model starting
from the observed initial conditions in the middle of June and climatological
mean boundary conditions. This integration is to be referred as control (C)
run. For identical boundary conditions three additional integrations were
carried out for 45 days by randomly changing the initial conditions of w and v
at each of the nine medel levels. The random errors corresponded to a
Gaussian distribution with zero mean and standard deviation of 3 m/s for u and
v separately. These integrations are to be referred +to as Predictabllity
(Pys Po: Py} runs. Three additional integrations were carried out for
45 days, in which, in addition to randomly perturbed initial conditions, the
poundary conditions of SST between equator and 30°N were replaced by the:
observed S€T during July of 1972, 1973, 1974. These integrations are to be
referrved as Boundary forcing (By. Ba: B;) runs. The variance { UP)2
among monthly means of C, P1s Py¢ Py give a measure of the natural wvari-
‘ability of the model, i.e. variability caused by internal dynamics alone. The
variation (dB)2 among monthly means of €l, By, Bgas B3 give a measure
of the wvariability due to boundary forcings of S8T. We have compared o
and oy with the observed {og) standard deviation for ten years of monthly
means. Figure 17 shows the global maps of T, and o... The July standard -
deviation fields for the model ig considerably smaller than is observed, with
the most pronounced discrepancy occurring in the tropics.

Figure 18a sghows plots of zonally averaged values ©of on¢+ Cp. Op
and the ratlios o,/¢ and oo/ Gg-. It is seen that in agreement with the
results of Charney and Shukla (and Manabe and Hahn), the ration ao/op is
more than two in the tropics and close to one in the middle latitudes. The
new result of this study is that the ratio Oy lies nearly halfway between
o, and © which suggests that nearly half of the remaining yariability was
accounted for by changes in SST between equator and 30°N. The influence of
other boundary forcings due to soil moisture or snow cover will further
bring ©p closer to Oy although this conclugion is drawn from short
period integrations, the results show remarkable agreement with the results of
Manabe and Hahn based on 15 years of model integration. We have calculated
the ratio g /0y {(where oy refers to model simulated standard deviations)
from the two curves of Manabe and Hahn (shown in Figure l2a of this paper) and
the results are shown in Figure 18b. It is again seen that the ratio
(opfo) 1is about two in the near eguatorial regions and ig reduced to
about one in the middle and high latitudes. The corresponding ratio is more
than three (see Figure 12b) for the height field in the tropical troposphere
and stratosphere.

These results, taken together with the analysis of ILau (1981) which
showed that the Southern Oscillation was not simulated by the model simula-
tions of Manabe and Hahn, indicate that the slowly varying boundary foxcings
are the most important mechanisms for determining the interannual variability
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of the monthly and seasonal means in the tropics. These are, however, in-
direct conclusions, and more systematic GOM gimulation studies with and with-
out boundary forcings are needed to understand the relative importance of in-
ternal dynamics and boundary forcings. It is not unlikely that the tropical
boundary forcings also influence the simulation of the mid- latltude vari-
ability, but more model experiments are needed to provide a more definitive
answer.

5. INTERANNUAL VARIABILITY OF INTRA-SEASONAL SPACE-TIME FLUCTUATIONS

To our knowledge no paper has yet appeared which describes the inter-
annual variability of model simulated intra-seasonal space-time fluctuations,
Figure 17 of Lau (1981) is the only result in this category that we could
find. Lau has presented composite charts of RIS of band-pass filtered 500 mb
height for simulated five winter seasons that had large positive amplitude of
the first elgenvector of normalized monthly mean 500 mb height and compared it
with a composite of another five winter séasons that had large negative ampli-
tude of the same eigenvector. He found that the displacements of maxima of
band-pass filtered RMS {which represent storm tracks) are consistent with
ghifts in large scale circulation features such as the location of jet streams
and regions of enhanced baroclinicity.

G. SUMMARY AND CONCLUSIONS

a) Global multi~level atmospheric GCMs with prescribed climatological
boundary forecings can realistically simulate the large scale circulation fea-
tures of - the observed summer and winter climatic means. Some systematic
errors still remain to be removed.

b) S8everal model integrations have been carried out for the whole year ox
more to simulate the seasonal cycle. However, no detail analysis has yet been
presented for the structure of the seasonal cycle itself (seasonal transi-
tiong, etc.) and all of the analysis is concerned with the individual seasons,
mostly winter and summer.

¢) DRnalysis of the gpace—time sgpectra of day to day fluctuations within a
season have been carried out in great detail and compared with the observa-
tions. Most of the models show a remarkable degree of success in simulating
the band-pass filtered variance and location, dintensity, and duration of
blocking events. Spatial structures of the co-variances {momentum and heat
fluxes) for transient eddies are also simulated well.

d) Even with climatological boundary forcings, ‘the interannual vari-
ability of monthly means in middle latitudes is simulated reascnably well but
the. simulated tropical variability is only half of the observed  variability.
It is reasonable to conclude, tentatively, that the internal dynamics are the
most important mechanism for mid-latitude variability while boundary forcings
are the most important mechanisms for the tropical variability. This conclu-
sion is tentative because model integrations necessary to answer these gues-
tions have not been carried out yet and the analysis of existing model inte-
grations is not complete enough. We cannot rule out the influence of mid-
latitude and/or tropical houndary forcings in producing:® large circulation
ancmalies in mid-latitudes. :

e} Interannual variability of model SLmulated day to day varlablllty has
‘not yet been examined.
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